Upper-stratospheric ozone trends 1979-1998

Abstract: Extensive analyses of ozone observations between 1978 and 1998 measured by Dobson Umkehr, Stratospheric Aerosol and Gas Experiment (SAGE) I and II, and Solar Backscattered Ultraviolet (SBUV) and (SBUV)/2 indicate continued significant ozone decline throughout the extratropical upper stratosphere from 30-45 km altitude. The maximum annual linear decline of -0.8±0.2% yr^-1 (2σ) occurs at 40 km and is well described in terms of a linear decline modulated by the 11-year solar variation. The minimum decline of -0.1±0.1% yr^-1 (2σ) occurs at 25 km in midlatitudes, with remarkable symmetry between the Northern and Southern Hemispheres at 40 km altitude. Midlatitude upper-stratospheric zonal trends exhibit significant seasonal variation (±30% in the Northern Hemisphere, ±40% in the Southern Hemisphere) with the most negative trends of -1.2% yr^-1 occurring in the winter. Significant seasonal trends of -0.7 to -0.9% yr^-1 occur at 40 km in the tropics between April and September. Subjecting the statistical models used to calculate the ozone trends to intercomparison tests on a variety of common data sets yields results that indicate the standard deviation between trends estimated by 10 different statistical models is less than 0.1% yr^-1 in the annual-mean trend for SAGE data and less than 0.2% yr^-1 in the most demanding conditions (seasons with irregular, sparse data) [World Meteorological Organization (WMO), 1998]. These consistent trend results between statistical models together with extensive consistency between the independent measurement-system trend observations by Dobson Umkehr, SAGE I and II, and SBUV and SBUV/2 provide a high degree of confidence in the accuracy of the declining ozone amounts reported here. Additional details of ozone trend results from 1978 to 1996 (2 years shorter than reported here) along with lower-stratospheric and tropospheric ozone trends, extensive intercomparisons to assess relative instrument drifts, and retrieval algorithm details are given by WMO [1998].

1. Introduction

Substances of anthropogenic origin, such as chlorofluorocarbons (CFCs) and bromine-containing organic volatile compounds, cause stratospheric ozone depletion [WMO, 1999]. In the upper stratosphere the primary mechanism by which CFCs affect ozone is through gas-phase reactions involving chlorine radicals. Ozone changes in this region of the atmosphere provide a test of our understanding of these gas-phase reactions. Previous studies of stratospheric ozone trends [WMO, 1995; DeLuisi et al., 1994; McPeters et al., 1994; Reinsel et al., 1994; Rusch et al., 1994, Miller et al., 1995, 1996] are summarized by Harris et al. [1997]. These studies found that ozone amounts from approximately 1979 to 1991 declined at the rate of 0.5-1.0% yr^-1 in northern midlatitudes in the altitude region of maximum active chlorine (35-45 km). Those trend estimates were reasonably consistent in the three measurement systems: Dobson Umkehr, Stratospheric Aerosol and Gas Experiment (SAGE) I/II, and Solar Backscattered Ultraviolet (SBUV). As previously noted by Hood et al. [1993] using Nimbus-7 SBUV observations, the altitude-latitude structure and the seasonal structure of the measured ozone trends provide excellent tests of our theoretical understanding of chlorine-catalyzed ozone destruction [Salomon and Garcia, 1984; Kaye and Rood, 1989] and the measured latitudinal distribution of ClO [Aenig et al., 1996; Waters et al., 1996]. Subsequent analyses of SAGE I/II trends through the same period employing an altitude correction for the SAGE I observations [Wang et al., 1996] reconciled differences between SAGE I/II and SBUV trends that had been present in the tropical lower stratosphere. Subsequent analysis of combined SBUV and SBUV/2 (SBUV/2) trends [Hollandsworth et al., 1995], extended through 1994, did not substantially change that general agreement. These upper-stratospheric trends exhibited latitudinal and seasonal variations such that the trends were more...
negative in the winter and spring seasons at high latitudes. The trends in the tropical latitudes are less negative throughout the stratosphere and exhibit little seasonal or altitudinal variation. At somewhat lower altitudes (10-20 hPa, ~30 km), these three systems, in addition to ozone sonde observations, concurred in finding a statistically insignificant ozone loss of about -0.2 to -0.4% yr\(^{-1}\) over the 1979-1991 period.

The deduced trends in ozone concentration are in general agreement with the latitude and altitude characteristics of theoretical predictions [e.g., Chandra et al., 1995; Jackman et al., 1996] that implicate halogen-induced ozone destruction; however, the magnitude of the model predictions has been somewhat larger than observed trends. These models also significantly overpredict the ClO amounts in the upper stratosphere, leading to overpredictions of ozone destruction. Recent laboratory measurements [Lipsen et al., 1997] determine that a minor channel of the reaction OH + ClO produces HCl, effectively reducing the ClO/HCl model excess. Including the HCl branch in model chemistry brings the model ozone-trend predictions in line with observed trends [WMO, 1999]. However, the expected ozone recovery could be delayed if the current halogen growth continues into the next decade [Fraser et al., 1999] or interactions between greenhouse-gas increases and radiation slow dynamic transport of tropical air to higher latitudes and increase polar stratospheric cloud formation due to lower temperatures [Shindell et al., 1998]. Then these lower ozone columns will continue to affect surface UVB radiation [Madronich et al., 1998].

Satellite-based instruments provide superior spatial coverage of Earth compared to surface-based Dobson instruments; however, the Dobson records extend many years prior to the satellite records, and these instruments are routinely calibrated. The various satellite instruments have different individual characteristics with respect to long-term calibration stability, global coverage, vertical resolution, and sensitivity to contamination by stratospheric aerosol. The solar-occultation instruments, SAGE I (which operated from 1979 to 1981) and SAGE II (1984 to present), employ atmospheric limb extinction at several wavelengths during sunrise and sunset events. They have good long-term stability because they are able to reference their atmospheric measurements to the exoatmospheric sun before sunset and after sunrise for each vertical-profile measurement. Their vertical resolution is the best of all satellite techniques (of the order of 1 km). However, their spatial coverage is relatively poor because of the requirement of an orbital solar sunrise or sunset. 1.0m viewing in the visible/near-infrared is also subject to contamination by volcanic aerosols in the observation slant column, thereby making the ozone measurements below ~20 km questionable [Cunnold et al., 2000b].

The nadir-viewing backscatter ultraviolet (BUV) type instruments SBUV (1978-1990) and SBUV/2 (1989-1994), which we denote as SBUV(2) when referring to both instruments as a series from 1978-1994), have good global coverage for ozone profiles above ~25 km but are subject to calibration uncertainties and the possibility of long-term drift and have relatively coarse vertical resolution. Aerosol contamination is a problem for these instruments immediately following a major volcanic eruption.

The overall purpose of this paper is to extend by 2 years and to provide additional interpretation of the salient results of the analyses of WMO [1998], which reported extensive details on the instrument characteristics, relative instrument drifts, and trends in both the stratosphere and troposphere. In addition to extending the analyzed time period, we also reanalyze the Dobson Umkehr record in a more consistent manner between two independent groups and provide significantly more information on the adequacy of the model fits to the Umkehr, SAGE I/II, and SBUV(2) data series. Cunnold et al. [2000a] report on the uncertainties in these upper-stratospheric trends. Cunnold et al. [2000b] report trends in the lower stratosphere. Logan et al. [1999] report the tropospheric and lower-stratospheric trends derived from sonde observations. Randel et al. [1999] report the overview of trends and comparisons at all altitudes.

Section 2 compares the results of the statistical trend models employed for the calculations. Section 3 presents the vertical profiles of ozone trends in the upper stratosphere (20-50 km). The conclusions appear in section 4.

2. Statistical Models

A wide variety of statistical models has been used to derive trends in stratospheric ozone and to determine the effects on ozone of other variables such as the solar cycle and the quasi-biennial oscillation (QBO). The 1988 Trends Assessment [WMO, 1989, chapter 2] briefly intercompares results from a few of these statistical models. While variations in the statistical model or in the ancillary variables (solar, QBO, nuclear effect, etc.) had relatively minor effects on the calculated ozone trends, at least for total ozone, questions continue to arise as to how much of the difference in the trends or standard errors is due to differences in data used and how much is due to the differences in the statistical model construction. To address those questions, researchers compared the statistical-trend calculations of a number of models on common sets of actual ozone data. The results of using three widely different test data series for the intercomparisons reported in WMO [1989] illustrate the statistical model issues.

In addition to QBO and faster timescale dynamical variability, decadal variations are a ubiquitous feature of ozone observations [Randel et al., 1998]. Terms with periods less than ~2 years have little influence on calculating or interpreting trends. However, some of the observed decadal changes (e.g., volcanic eruptions) are approximately in phase with the solar cycle, suggesting a solar forcing mechanism. Current model calculations of the solar effect show some inconsistencies with observations (in terms of magnitude and lower-stratospheric response), and this inconsistency limits confidence in our detailed understanding of ozone trends. There is also likely a confusion of solar and volcanic signals for the recent record. Although these effects have relatively small impacts on trend estimates, they do limit our ability to interpret decadal variability.

We use one form of statistical model as a context for discussing the statistical issues in the intercomparison of models. For some additional discussion of the terms and statistical issues, see Bojkov et al. [1990] and WMO [1998]. Let \( y_i \) represent monthly ozone values for one of the test series; in some cases, \( y_i \) is missing for some months, and this problem is addressed in the notes below. The statistical model for \( y_i \) is of the following form:

\[
y_i = \mu_i + \text{(Monthly mean)} + \text{(Monthly trend)} + \text{(Solar effect)} + \text{(QBO effect)} + \text{Noise} \]

or more precisely,

\[
y_i = \sum_{i=1}^{12} \mu_i I_{i} + \sum_{i=1}^{12} \beta_i I_{i} R_i + \gamma_1 Z_{i1} + \gamma_2 Z_{i2} + N_i,
\]

where \( \mu_i \) is the ozone mean in month \( i \), \( i = 1...12 \) in the instrument’s native units (e.g., Dobson Units for TOMS, SBUV, and Umkehr; number density for SAGE); \( I_{i} \) is the indicator series for month \( i \) of the year, i.e., 1 if the month corresponds to month \( i \) of the year and 0 otherwise; \( \beta_i \) is the trend in month \( i \) of the year in Dobson units yr\(^{-1}\) for TOMS, SBUV, and Umkehr and in number density for SAGE;
linear ramp function measuring years from the first month of the series; equal to \((t_i-t_0)/12\). For series beginning before 1970, it is often taken to be a ramp function equal to zero for \(t < t_0\), where \(t_0\) corresponds to 12/69, and then \((t_i-t_0)/12\) for \(t \geq t_0\).

- \(Z_{t,1}\) solar 10.7 cm flux or MgII series, with \(\gamma_1\) the associated coefficient; 
- \(Z_{t,2}\) QBO series lagged some appropriate number of months (latitude and altitude dependent), with \(\gamma_2\) the associated coefficient; 
- \(N_t\) residual noise series.

This is the underlying model used by most researchers; however, such statistical model issues as seasonal variations and weighting, autocorrelation, additional exogenous series, and the form of the trend term are handled differently by different researchers, or even by the same researcher depending upon data features (e.g., if the proportion of missing data is very high). In time series with significant missing data, the calculation of the autoregressive (AR) coefficients will affect the magnitude of the trend uncertainty. Participating researchers reported their trend results, together with notes on their models in the WMO [1998, 1999] reports.

To examine the question of how including or neglecting the solar, QBO, and other terms in the statistical models influences the derived trend and standard error estimates (i.e., how sensitive the trend results are to details of other model terms), researchers used models with only a linear-trend component. Comparison to the full-model trend results showed relatively small (~10%) changes in values of the trends. Detailed changes in standard error are expected to be sensitive to location (such as at the equator, where the QBO component is relatively important). However, the overall conclusion is that the trend results are relatively insensitive to inclusion of other terms in the statistical models. This insensitivity is probably because the time series are sufficiently long compared to the ~2 year QBO periodicities. A similar insensitivity of trend results is found concerning the inclusion or neglect of data during the El Chichon and/or Mount Pinatubo time periods for data.
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**Figure 1.** Ozone trend estimates by researcher for SAGE I and II 40.5 km ozone November 1978 - April 1993, 35°N. Trends are in 10° cm² yr⁻¹. Uncertainty intervals are one standard statistical error. Vertical dotted line is the mean of all researchers' trend estimates (taken from WMO [1998 Figure 3.4]).
through 1998. In addition, although some degree of collinearity between the solar and aerosol proxies might be expected due to their roughly similar periods, during the period of this study, 1979-1998, we calculate that the collinearity is actually insignificant. This result is corroborated by the fact that the trend estimates and uncertainties from the Dobson Umkehr measurements calculated by two independent methods, aerosol correction before applying the statistical model and aerosol correction by the statistical model, show no systematic difference.

Intercomparison of the statistical models from 10 independent groups computing trends from the Total Ozone Mapping Spectrometer (TOMS) test data with no missing monthly values indicates agreement between models to within 0.015% yr$^{-1}$, 1 standard deviation (smaller than the average individual model trend uncertainty) in this most benign case (a completely continuous time series). Variations in standard errors among the groups, however, were large enough to give some concern because the variations affect the statistical significance of the calculated trends. For example, because long-term total ozone trends near the equator bound on statistical significance [WMO, 1995], the lack of proper calculation of standard errors may result in nonsignificant trends being declared statistically significant or vice versa. The results of the relatively stressing SAGE test (Figure 1) indicate agreement within 0.1% yr$^{-1}$ (1 standard deviation) for annual mean trends.

In the case of a discontinuous time series with irregular seasonal coverage, all models agreed to within 0.1% yr$^{-1}$, 1 standard deviation, for annual-mean trends and to within 0.2% yr$^{-1}$, 1 standard deviation, for worst-case seasonal trends with the model-to-model variance less than or equal to the average model-trend uncertainty. A major part of this variance could be attributed to the details of how a particular model handles missing data. Most researchers feel that in such situations, it is better to fit a simpler model to maintain stability, for example, by fitting seasonal trends directly or by reducing the number of harmonic terms for the seasonal trends and possibly also for the seasonal cycle. On the basis of these intercomparisons it seems reasonable to suggest that researchers provide adequate documentation for the features of their statistical model. Particularly, when any patterns of missing data have strong time-dependent features (e.g., missing monthly periods in the SAGE data), the methods of handling the missing data should be discussed.

This substantial agreement between the various statistical models significantly enhances our confidence in their trend results and uncertainties. Variation with periods equal to or less than the QHO exert little influence on calculated ozone trends and the aerosol effect on the Umkehr observations is well separated from the 11-year solar cycle effect resulting in decadal variations in ozone well partitioned between volcanic and solar-cycle influences.

### 3. Vertical Profiles of Ozone Trends

#### 3.1. Accounting for Aerosol Effects in Umkehr Observations

The well-known aerosol interference in the Umkehr observations is an optical interference effect on the measurements and not an in situ ozone-aerosol interaction. The following three methods have historically been employed to identify the magnitude of and correction for this aerosol interference: (1) theoretical radiative transfer calculations [Mateser and DeLuisi, 1992], (2) statistical calculations (i.e., time series regression models employing exogenous aerosol records) [DeLuisi et al., 1994; Reinsel et al., 1999], and (3) comparisons to other ozone measurements [Newchurch and Cunnold, 1994].

To correct for the optical interference, the authors of this report employ two methods. Method 1, employed by M.J. Newchurch and F.-S. Yang, uses the coefficients of Mateser and DeLuisi [1992] with aerosol data from coincident SAGE II aerosol extinction measurements [Newchurch and Cunnold, 1994; Newchurch et al., 1995] along with Garmisch lidar backscatter measurements (H. Jäger, private communication, 1997) for the period prior to 1984. The lidar backscatter measurements are converted to optical depths at 320 nm by regression against SAGE-II coincident measurements from 1984 to 1995. The resulting continuous aerosol time series is then lagged appropriately to correct Umkehr data at various latitudes. In addition, Umkehr data during high stratospheric aerosol optical depth periods (> 0.025 corresponding to ~ 1 year after El Chichon and ~1 year after Mount Pinatubo) are omitted from the analyses. However, trends calculated with the high-aerosol periods included are not appreciably different from the trends calculated with the high-aerosol periods omitted.

Method 2 is the aerosol-correction method employed by G. Reinsel. This method uses an empirical statistical model approach in which transformed stratospheric optical thickness (transmission) data serve as an exogenous explanatory variable for the Umkehr measurements. The stratospheric aerosol optical thickness data derive from SAGE-II satellite information for the period 1985-1998. For the calculations reported here, these data were appended to the optical thickness data based on composite lidar and SAGE II measurements through December 1984 used by Reinsel et al. [1994]. Thus, in this statistical approach, an additional term, $\gamma_{\text{aerosol}}$, appears in the statistical model described in section 2, where $Z_{\text{SAGE}} = \exp[-\tau(t)] - 1 - \tau(t)$, where $\tau(t)$ is the optical thickness. We also note that Umkehr data were not used in the estimation for the most extreme aerosol contamination periods (essentially, whenever optical thickess $\tau(t) > 0.05$, i.e., $Z_{\text{SAGE}} < 0.95$), roughly November 1982 to June 1983 and November 1991 to January 1993 (for 40°-50°N).

On the basis of the close correspondence of the results of the three historically used correction methods for the aerosol conditions considered here, we conclude that the corrected Dobson Umkehr ozone data possess less than ~2% residual bias in absolute ozone value due to the aerosol interference in the worst case immediately after the 1-year omitted periods following El Chichon and Mount Pinatubo eruptions. The two independent Umkehr time series analyses both report trends for Umkehr stations Arosa, Boulder, and Haute Providence from 1978 to 1998 (1984-1998 at Haute Providence). These stations were chosen on the basis of extensive examination of all Umkehr time series data [WMO, 1998; Cunnold et al., 2000b]. At each of these stations, both groups computed trends for total-column ozone, for aggregate Umkehr layers 1+2+3+4, individual layers 4, 5, 6, 7, and 8, and aggregate layers 8+9+10. The two independent trend results from the northern midlatitude (40°-52°N) stations Arosa, Boulder, and Haute Providence are within 1 standard deviation in all layers. The results reported here are the averages of those two independent analyses.

Extensive comparisons of SAGE I/II and Dobson Umkehr ozone profiles by Newchurch et al. [1998] indicate significant temporal correspondence in individual layers 4 through 8. While that study identified a significant bias between SAGE and Dobson Umkehr increasing from 0% in layer 4 to 15% in layer 8 (SAGE higher), the researchers found no evidence of a time dependence in the bias for the stations analyzed in this trend paper.

#### 3.2. Trend Analyses of Dobson Umkehr, SAGE I/II, and SBUV(2)

We use the Boulder Dobson Umkehr time series from 1979 to 1998 at 40-km in layer 8 (Figure 2a) to illustrate the general analysis process. The Umkehr observations were retrieved with the Mateser and DeLuisi [1992] inversion method. These monthly ozone averages, reported in Dobson Units (DU) in the layer, are corrected for aerosol interference throughout the entire time period.
We likewise applied the Newchurch and Yang model to the layer 8, 40°-50°N SAGE I/II time series shown in Figure 3 and the layer 8 40°-50°N SBUV(2) time series from 1979 to 1994 in Figure 4. The SAGE I/II observations in Figure 3 are monthly averages of version 5;66 ozone retrievals in a 5-km thick layer between 38-43 km between latitudes 40°-50°N. Cunnold et al. [2000a] critically address the uncertainties in this data product. This data version is also extensively discussed in the WMO [1998] assessment report. The SAGE ozone averages shown here, which include both sunrise and sunset occultation measurements, are reported in the SAGE units of ozone number density versus geometric altitude. In the NIMBUS 7 SBUV version 6 and NOAA 11 (N11) SBUV/2 version 6.1.2 daily average, 50 zonal means are filtered to eliminate data taken at extreme solar-zenith angles as a result of the N11 drifting orbit; then 100 monthly zonal means are created from these data. The monthly mean SBUV(2) ozone data are reported in Dobson Units within individual Umkehr layers.

Two significant consistencies emerge from the three separate time series viewed together. First the significant ozone decrease between the SAGE I and SAGE II time periods (1982-1984) is supported by decreases of similar magnitude (~10%) in both the Umkehr and SBUV(2) observations. Second the amplitude of the
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**Figure 2.** (a) Time series of Dobson Umkehr ozone at Boulder (solid circles) in layer 8 along with the statistical model values (open circles) and the derived trend. (b) Residuals of the statistical model fit to the monthly data. (c) Time series of the solar effect on ozone that the model calculates along with the trend in that solar effect that the model removes from the ozone trend. (d) Time series of the QBO effect on ozone along with the QBO trend.

using the Mauveer and DeLutis [1992] factors in the method discussed by Newchurch and Cunnold [1994]. Figure 2a displays the measured time series of monthly values as solid circles and the full statistical-model calculations as open circles. Figure 2b displays the solar effect in Dobson Units and the calculated trend in that solar effect that is removed from the final ozone trend. These solar-effect trends are obviously the result of a nonsymmetric solar interval that corresponds to the time interval chosen for evaluation but are entirely accounted for by the statistical model. The QBO effect appears in Figure 2c along with its negligible trend. The most rigorous metric of the statistical model's adequacy is the pattern of the residuals. These residuals appear in Figure 2d. One may see by inspection that neither trend nor temporal patterns related to the exogenous variables remain in the residual series. The magnitude of the random fluctuations about zero is rigorously quantified in the confidence intervals (error bars) reported below on the various trend estimates.

---

**Figure 3.** As in Figure 2, except for layer 8, 40°-50°N, SAGE I/II ozone.
so for the Umkehr series. The values between 1982 and 1990 in the SBUV(2) and Umkehr series are predominantly negative, while the 1992-1995 values are mostly positive. The SAGE II 1986-1999 values, however, are randomly distributed about zero. Therefore one could argue that an individual instrument time series suggests a fit of order higher than linear, but if one takes these three series as independent realizations of the true atmosphere (as we have here), then they do not jointly justify a fit of order higher than linear. As a result, the individual linear trends are not perfect, but they are parsimonious.

To show that seasonal variation change has little effect on annual trend estimates in this study, we estimated seasonal amplitudes from TOMS test data, SBUV, and Umkehr measurements at Arosa. We use eight harmonic (12-, 6-, 4-, and 3-month sine and cosines) terms to represent the seasonal variation, instead of using only 12-month sine and cosine harmonics because, at 40 km, 6-, 4-, and/or 3-month harmonic terms are also significant. Analysis of the maximums and minimums of 2-year moving averages indicates small long-term changes in the seasonal amplitude in the TOMS, SBUV, and Dobson Umkehr records. These changes of seasonal amplitude may be real or may be caused by systematic drifts of temperature and ozone measurements, but they do not appear to be statistically significant. However, the topic is beyond the scope of this article. While there is a possibility of the long-term change of seasonal amplitude in ozone measurements, the annual trend estimates in this study are not influenced by the seasonal amplitude change, although those changes may affect seasonal trend estimates. This result is not surprising because the frequency associated with a linear trend is orthogonal to the frequency of the seasonal cycles.

A concern about the SBUV/2 data arises from the large trend differences between SAGE and SBUV/2 (~1% yr⁻¹) reported by Cunnold et al. [2000a] that are much bigger than the differences in trends between SAGE and other instruments, and the known potential calibration problems for SBUV/2 arising from its processing orbit. Recent evaluation of NOAA 11 SBUV/2 ozone profiles using ground-based lidars and microwaves agrees with indications from SAGE II that the NOAA 11 data contain a positive drift (i.e., values increasing relative to the correlative measurements) over the domain 20-45 km. These SBUV/2 uncertainties are reflected in the following discussions, and significantly less weight is given to ozone trend estimates from SBUV/2 in the final combined ozone trend estimates reported in this paper.

3.3. Altitude Profiles of Trends From Umkehr, SAGE I/II, and SBUV(2)

Applying the statistical models to Dobson Umkehr, SAGE I/II, and SBUV(2) time series from 1979 (November 1978 for SBUV(2)) to 1998 (1994 for SBUV(2)) at 40°.50°N in various layers and combinations of layers, while accounting for the potential QBO and solar effects, produces the ozone annual trends in Figure 5, as percent per year (% yr⁻¹) relative to the mean of the period. For Umkehr observations we compute trends for layers 4-8 individually, and for all layers above seven, 8', plotted as a vertical bar from ~37 to 54 km. The Umkehr trends in Figure 5 are simple averages of the two group analyses with root-mean-square error bars. Each individual-group average, however, is a variance-weighted mean. SAGE I/II trends (diamonds) are computed in concentration-versus-altitude coordinates, for individual 1-km layers from 25-50 km but are not all plotted because those 1-km results essentially form a smooth curve through the trends computed for 5-km thick layers corresponding to the Umkehr layers. Trends from SBUV(2) (circles) are calculated from weekly averages (three daily values required to create a weekly average) and are reported for layers 5-9 individually. All error bars represent
The similarity between the independent instruments in the trends’ vertical structure provides additional confidence that the trend in atmospheric ozone is being measured. The largest decline occurs near layer 8, and the minimum trend is in layer 5 (~25 km), where the trend estimates range from -0.3±0.1% yr\(^{-1}\) to -0.2±0.3% yr\(^{-1}\) for SBUV and Dobson Umkehr sensors, respectively. The Dobson Umkehr trends for layers 8 and 9 are both intermediate SAGE (SAGE II and SBUV) trends and have somewhat smaller error bars. The 2σ confidence intervals overlap for the SAGE and Dobson sensors and independently for the SBUV and Dobson sensors, suggesting that the average layer-8 trend of approximately -0.1±0.2% yr\(^{-1}\) is a reasonable estimate of the true atmospheric ozone decline at 40 km. A rigorous calculation is presented below.

The 2σ statistical-only confidence intervals. Various instrumental uncertainties are estimated in section 3.7, below.

In the upper stratosphere (i.e., layer 8), trend estimates range from -0.5±0.2% yr\(^{-1}\) for SBUV (squares) to -0.9±0.2% yr\(^{-1}\) for SAGE (diamonds). The Dobson Umkehr trends for layers 8 and 9 are both intermediate SAGE and SBUV trends and have somewhat smaller error bars. The 2σ confidence intervals overlap with SAGE and Dobson sensors and independently for the SBUV and Dobson sensors, suggesting that the average layer-8 trend of approximately -0.7±0.2% yr\(^{-1}\) is a reasonable estimate of the true atmospheric ozone decline at 40 km. A rigorous calculation is presented below.

The similarity between the independent instruments in the trends’ vertical structure provides additional confidence that the trend in atmospheric ozone is being measured. The largest decline occurs near layer 8, and the minimum trend is in layer 5 (~25 km), where the trend estimates range from -0.3±0.1% yr\(^{-1}\) to -0.2±0.3% yr\(^{-1}\) for Dobson Umkehr to -0.2±0.1% yr\(^{-1}\) by SAGE II with the SBUV (squares) results falling between these two values. These results suggest a layer-5 trend of -0.14±0.2% yr\(^{-1}\), which is not significantly different from zero. In layer 9, the SAGE II trend is -0.8±0.2% yr\(^{-1}\) while the SBUV (squares) estimate (over the shorter period through 1994) is -0.4±0.2% yr\(^{-1}\). The larger SAGE II error bars at 45-50 km alti-
Figure 7 shows the SBUV(2) trends from November 1978 to October 1994 in % yr\(^{-1}\) relative to the mean ozone amount from the combined time series at each latitude and layer. The darker shading indicates the regions in which the derived trend is not significantly different from zero at the 95% confidence level calculated from statistical uncertainty only; inclusion of the instrument error renders no statistically significant trends between 35°S and 45°N. The lighter shading at high northern and southern latitudes indicates regions in which the length of the time series during the winter season is compromised as a result of the NOAA 11 orbit drift (taken from WMO [1998, Figure 3.18]).

The principal difference between the SAGE I/II trends from 1979 to 1998 and the SBUV(2) trends from 1979 to 1994 should be ascribed to the SBUV/2 problems (as indicated by Cunnold et al. [2000a]). SAGE I altitudes have been adjusted as per Wang et al. [1996], and the uncertainties in those adjustments have been included in the SAGE trend error bars. Altitude registration uncertainties between SAGE I and SAGE II in the upper stratosphere are not large enough to contribute substantially to these differences. SAGE trends are presented on altitude surfaces whereas SBUV trends are on pressure levels. Neither of these trends results is affected by temperature uncertainties. However differences between the two sets of trends might be interpreted as resulting from long-term temperature/geopotential height trends. The largest reported trends in the National Centers for Environmental Prediction (NCEP) data are in the tropics in the upper stratosphere. These amount to ~300m over the 15-year period or equivalently to a trend in ozone of ~0.4% yr\(^{-1}\) (based on an ozone scale height of 5 km). However, a recent reanalysis of the NCEP data as well as an analysis of SAGE Rayleigh scattering data suggests that the geopotential height change is significantly smaller than this.

3.5. Seasonal Trends

Investigating the layer 8 trends as a function of latitude and month, we find that the SAGE I/II (Figure 8) results show a minimum trend of ~0.7% yr\(^{-1}\) in the Northern Hemisphere summer and a maximum of ~1.2% yr\(^{-1}\) in the winter (i.e., ±30%). The Southern Hemisphere midlatitude results are ~0.5 to ~1.2% yr\(^{-1}\) (±40%).

SBUV(2) (Figure 9) indicates seasonal variation from ~0.2% yr\(^{-1}\) in the Northern Hemisphere summer to ~0.6% yr\(^{-1}\) in winter. The Southern Hemisphere variation is somewhat larger. The magnitude and structure of the ozone trends' seasonal variation are similar to the results given by WMO [1998]; however, the area of insignificance in Figure 8 is approximately half the area of the corresponding results in the WMO report. That report inadvertently considered 1/2 the sunset/sunrise trend differences to be the 95% confidence interval limit. In this paper, as was intended in the WMO report, we consider 1/4 of the sunset/sunrise trend difference to be the 95% limit [see, also, Cunnold et al., 2000a]. The zonal seasonal variations average over the longitudinal differences in seasonal variation. The winter-hemisphere trend maximum in the upper stratosphere is clearly evident in the SAGE I/II seasonal trend cross sections; the equinox patterns show more symmetry between hemispheres. This seasonal pattern seen in the satellite data is consistent with results from the Dobson Umkehr analyses at the Arosa, Boulder, and Haute Provence northern midlatitude stations and the Perth and Lauder southern midlatitude stations.
3.7. Combined Instrument Drift and Statistical Uncertainty Estimates

Each individual instrument-trend calculation presented above possesses an associated estimate of the statistical uncertainty. However, an additional uncertainty, owing to the potential drift of the instrument system over time, was not reflected in these confidence intervals in part because it is difficult to quantify such errors uniformly over the various experiments. An attempt at quantifying these instrument-drift uncertainties is reported by WMO [1998] and Cunnold et al. [2000a] (reported here in Table 1, column "Inst, % yr<sup>-1</sup>"). This section combines those potential instrument-drift uncertainties with the estimates for the statistical sampling uncertainty (Table 1, column "Stat, % yr<sup>-1</sup>" ) from the time series models. This combination results in an estimate of the overall uncertainty for each of the instrument systems.

The SAGE I/II results include instrumental error estimates attributable to the SAGE-1 altitude correction, sunrise/sunset trend differences (important above layer 7), and other errors specified in Table 1.1 of WMO [1998]. The SAGE error bars in the upper stratosphere reflect a different accounting of the disparity between SAGE sunrise observation trends and sunset trends compared to the accounting by WMO [1998], as described in this section. Those smaller confidence limits are reflected in smaller error bars on the SAGE trends reported here compared to the WMO values.

The SBUV/2 trend error bars derive from both calibration and algorithm errors summarized in Table 1.8 and Umkehr error sources follow Table 1.12 of WMO [1998].

The WMO [1998] Ozone Trends Assessment Report combined the individual instrument and statistical uncertainties in a root-sum-square (RSS) approach. In Table 1, column "RSS (Stat, Inst), % yr<sup>-1</sup>" we report an analogous quantity; however, the Table 1 SAGE values are smaller than those in the WMO [1998] report. The Table 1 estimates reflect the SAGE sunrise/sunset trend differences as contributing only half of the magnitude erroneously reported before. The time series is also 2 years longer for SAGE and Umkehr, reducing the statistical uncertainty. In this paper we also present an upper bound to combining instrument and statistical uncertainties by considering the individual instrument and sta-

### Table 1. Trends and Uncertainties for Each Independent Measurement System for Northern Midlatitudes

<table>
<thead>
<tr>
<th>Alt, km</th>
<th>Trend, % yr&lt;sup&gt;-1&lt;/sup&gt;</th>
<th>Stat, % yr&lt;sup&gt;-1&lt;/sup&gt;</th>
<th>Inst, % yr&lt;sup&gt;-1&lt;/sup&gt;</th>
<th>RSS (Stat, Inst), % yr&lt;sup&gt;-1&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAGE I/II</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-0.44</td>
<td>0.17</td>
<td>0.32</td>
<td>0.36</td>
</tr>
<tr>
<td>45</td>
<td>-0.76</td>
<td>0.20</td>
<td>0.20</td>
<td>0.28</td>
</tr>
<tr>
<td>40</td>
<td>-0.90</td>
<td>0.16</td>
<td>0.14</td>
<td>0.22</td>
</tr>
<tr>
<td>35</td>
<td>-0.55</td>
<td>0.13</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>30</td>
<td>-0.24</td>
<td>0.12</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>25</td>
<td>-0.19</td>
<td>0.10</td>
<td>0.28</td>
<td>0.30</td>
</tr>
<tr>
<td>SBUV/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-0.49</td>
<td>0.23</td>
<td>0.30</td>
<td>0.55</td>
</tr>
<tr>
<td>40</td>
<td>-0.47</td>
<td>0.17</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td>35</td>
<td>-0.35</td>
<td>0.08</td>
<td>0.48</td>
<td>0.49</td>
</tr>
<tr>
<td>30</td>
<td>-0.17</td>
<td>0.08</td>
<td>0.40</td>
<td>0.41</td>
</tr>
<tr>
<td>25</td>
<td>-0.09</td>
<td>0.10</td>
<td>0.30</td>
<td>0.32</td>
</tr>
<tr>
<td>Dobson Umkehr</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-0.73</td>
<td>0.10</td>
<td>0.46</td>
<td>0.47</td>
</tr>
<tr>
<td>35</td>
<td>-0.68</td>
<td>0.08</td>
<td>0.42</td>
<td>0.43</td>
</tr>
<tr>
<td>30</td>
<td>-0.17</td>
<td>0.07</td>
<td>0.40</td>
<td>0.41</td>
</tr>
<tr>
<td>25</td>
<td>-0.04</td>
<td>0.06</td>
<td>0.40</td>
<td>0.40</td>
</tr>
</tbody>
</table>

All uncertainties are given as 2σ.
of this study, the analogous RSS error estimate, and also the upper-bound sum of the statistical and instrument errors appear in the last three columns, respectively. The weighted mean trends do not differ appreciably between the two methods; however, the RSS error estimates calculated here are significantly smaller at 50 km compared to the WMO [1998] error estimates because of the smaller estimated contribution from the sunrise/sunset trend differences. The upper-bound estimates are marginally larger at all altitudes except at 50 km due to smaller statistical uncertainties associated with these longer time series and the sunrise/sunset error difference at 50 km. The true uncertainty probably lies between the two values reported here.

Figure 10 shows the three-sensor-combined mean trend envelope by both one and two standard errors calculated as RSS of statistical and instrument errors (Table 2, column 5). The trends for the upper stratosphere are dominated by those determined from the SAGE instruments because these instruments have the smallest estimated uncertainty. The result of this trend estimation at 40 km is \(-0.82\) yr\(^{-1}\) \pm 0.18 \% yr\(^{-1}\) (2σ), a highly significant trend. The trend at 50 km is estimated from the SAGE instruments only and is also significant at the 95% confidence level. Because the \(0.12\) yr\(^{-1}\) trend at 25 km reported here does not include the trend estimate from the ozonesonde network analysis, it is not as negative as the WMO [1998] or Randel et al. [1999] estimate of \(-0.3\) \% yr\(^{-1}\), which includes the more negative estimate from the sonde network.

4. Conclusions

Comparison of 10 different statistical modeling efforts applied to identical ozone time series indicates that trends calculated for continuous series with no missing values are essentially identical across all models (i.e., \(\pm 0.015\) yr\(^{-1}\) (1σ)). These results are reported in detail by WMO [1998, 1999]. Worst case comparisons from a time series with significant missing data and poorly sampled seasons results in agreement of 0.2% yr\(^{-1}\) at the 1σ level. This level of agreement is comparable to the confidence interval associated with an individual model's trend estimate of the same time series. Details of the terms and construction of an individual model (e.g., the assumptions associated with the autoregressive coefficient calculation or with the formulation of the exogenous explanatory series) affect the resulting confidence interval more than those assumptions affect the computed trend value.

Similarities between measurements of northern midlatitude ozone trends at 40-km altitude from 1979 to 1998 by three independent sensor systems (Dobson Umkehr, SAGE II, and SBUV plus SDUV/2 (SDUV/2 until 1994)) provide high confidence in the accuracy of these ozone time series. All three sensor systems record similar annual variation amplitudes. As demonstrated by the residuals of the statistical model, this temporal behavior is reasonably well described by the simultaneous effects of solar varia-

<table>
<thead>
<tr>
<th>Alt</th>
<th>IOC/SPARC Three-system</th>
<th>IOC/SPARC 2σ RSS [RSS(Stat,Inst)]</th>
<th>Three-system, Weighted Mean Trend % yr(^{-1})</th>
<th>2σ RSS [2σ(Stat,Instr)] % yr(^{-1})</th>
<th>2σ RSS [2σ(Stat+Instr)] % yr(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-0.45</td>
<td>0.82</td>
<td>-0.44</td>
<td>0.36</td>
<td>0.49</td>
</tr>
<tr>
<td>45</td>
<td>-0.60</td>
<td>0.33</td>
<td>-0.69</td>
<td>0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>40</td>
<td>-0.74</td>
<td>0.20</td>
<td>-0.83</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td>35</td>
<td>-0.50</td>
<td>0.18</td>
<td>-0.54</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>30</td>
<td>-0.20</td>
<td>0.23</td>
<td>-0.21</td>
<td>0.19</td>
<td>0.24</td>
</tr>
<tr>
<td>25</td>
<td>-0.10</td>
<td>0.20</td>
<td>-0.11</td>
<td>0.19</td>
<td>0.24</td>
</tr>
</tbody>
</table>
tion and a linear trend consistent with the monotonic increase of stratospheric chlorine.

Two independent analyses of the Dobson Umkehr observations report very similar ozone trends and indicate less than 2% residual error due to aerosol optical interference when the years following the El Chichon and Mount Pinatubo eruptions are omitted. Problems resulting from the drifting orbit of the SHUV/2 satellite and from instrument calibration reduce our confidence in the magnitude of the trends derived from SHUV/2 observations [see Cunnold et al., 2000a].

Taken together, the Dobson Umkehr, SAGE I/II, and SHUV/2 zonal mean profiles of trends at 40°-50°N indicate maximum negative trends of -0.8-0.2% yr⁻¹ (2σ statistical uncertainty) at 40 km and minimum negative trends of 0.1-0.2% yr⁻¹ (2σ statistical uncertainty) at 25 km with substantial agreement between the three sensors. Meridional cross sections of SAGE I/II and SHUV/2 exhibit north-south symmetry in upper stratospheric trends with minimum values in the tropics and maximum values at midlatitudes. All three sensors also show good agreement in the vertical structure of the ozone trends. The satellite data indicate a 30-40% seasonal variation in the zonal midlatitude trends (most negative in the winter), while the Dobson Umkehr results indicate somewhat less seasonal variation. Some of this difference may be attributable to the zonal averaging of the satellite data versus the longitude-specific location of the ground-based observations. Both SAGE I/II and SHUV/2 show no statistically significant north-south hemispheric asymmetry in the upper stratosphere ozone trends over this period.

Combining the trends from all three sensor systems as a weighted mean that accounts for an estimate of the instrument-drift uncertainty in addition to the statistical-trend uncertainty indicates significant ozone decline from 1979-1998 throughout the upper stratosphere.
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